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Abstract of the contribution: This contribution proposes to align the definition of terminologies of VFL.
1	Discussion
[bookmark: _Hlk513714389]
As described in S2-2401830, shown in below, there are two approaches for Vertical Federated Learning (VFL), a classical VFL and split VFL. The new introduced approaches bring new terminologies of VFL, e.g. coordinator. To align the definition and meaning of these terminologies, it is proposed to define some terminologies of VFL.

2. Proposal
It is proposed to add the following contents to TR 23.700-84.

Start of Change
[bookmark: _Toc157747877][bookmark: _Toc157534597][bookmark: _Toc153792667][bookmark: _Toc153792582][bookmark: _Toc509905226][bookmark: _Toc436124703][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037][bookmark: _Toc435670433]3.1	Terms
[bookmark: _GoBack]For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
-	Horizontal Federated Learning(HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples (e.g. UE IDs).
-  Vertical Federated Learning(VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients/VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs).
Editor Note: whether different feature space required for VFL is FFS.
-  Label: A label is the property of interest that we want to predict/monitor/achieve in supervised machine learning and ground truth data xxxx. 
-  VFL Active Participant/VFL server: An NF with labels for a VFL training task and may has the required inputs data. 

Editor Note: whether VFL server is different from VFL Active Participant is FFS.
-	VFL Passive Participant/VFL client: An NF with the required inputs data without the required labels for a VFL training task. There can be multiple passive participants in VFL.

Editor Note: It is FFS whether VFL client is different from VFL passive Participant.
EN: whether there is a VFL coordinator is FFS.
Editor’s Note: the terminology definition will be discussed and updated and fine-tuned during study phase.

Next Changes
[bookmark: _Toc153792584][bookmark: _Toc153792669][bookmark: _Toc157534598][bookmark: _Toc157747878]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AP	Active Participant 
HFL	Horizontal Federated Learning
PP	Passive Participant
VFL	Vertical Federated Learning
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